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Abstract. In intelligent scenarios, large language models (LLMs) are used to create characters that interact with users, providing 

guidance and relevant information. The higher the degree of anthropomorphism of these roles, the better the emotional experience 

they provide, which is beneficial for user interaction and enhances user experience. Therefore, evaluating the character-creation 

capabilities of LLMs is essential. This study used a questionnaire and used another LLM (ChatGPT-4o) to assess the impact of 

emoji usage and language style on the anthropomorphism and emotional expression of content generated by LLMs. The results 

indicate that when using emojis, the characters exhibit higher levels of anthropomorphism and emotional expression. Additionally, 

informal language styles contribute to enhancing both anthropomorphism and emotional expression. 
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1. Introduction 

LLMs play a vital role in today’s society, especially in driving technological progress and changing the way people live. By 

learning and understanding complex patterns in massive amount of data, these models enable smarter applications than ever before. 

In the field of natural language processing, not only can LLM fluently translate into multiple languages, but they can also write 

articles, generate codes, and even create poetry, greatly increasing productivity. 

Among the many applications of LLMs, character creation is an important field. The importance of large model modeling is 

that it enables the model to play characters in a specific scenario, thereby improving the interaction and personalized experiences 

between the model and the users [1-3]. 

LLM characters can be widely used in scenarios such as programming [4], customer service [5] and robotics [6] to provide 

users with a more resonant and personalized service experience by making large models “incarnated” as a specific identity. At 

present, large model character creation methods mainly include building empirical behavioral data sets of specific characters, fine-

tuning the large model [7], or guiding large through context learning models mimic specific character behavior [8]. 

A LLM character generates text to provide information, knowledge, entertainment, and other services. Users input questions 

or instructions, and characters generate corresponding text responses based on the LLM's output to meet the users' needs. The 

characteristics of a LLM character, including knowledge, language style, emotion and attitude, are reflected in the generated text. 

For example, a character with high professional knowledge will generate content rich in relevant terminology and deep insights; a 

character characterized by humor and wit will incorporate light and humorous elements into its responses, making the interaction 

more lively and engaging. 

Thus, a character created by a LLM provides a wide range of information and services through text generation and exhibits 

unique personality traits, offering users a more human-like interactive experience. In all characterization of LLM characters, 

anthropomorphism and emotional expression are two important aspects. 

Anthropomorphism can enhance LLM characters’ characterization, even enhance the ability of task processing. Murray 

Shanahan’s research shows that anthropomorphism is needed for LLM characterization, but it also avoids over-anthropomorphism 

and provides a way of understanding the behaviors of these complex systems [9]. A study by Taicheng Guo et al. shows that 

identifying anthropomorphic character setting for a LLM can help improve the ability in complex tasks in LLM collaboration [10]. 

As for emotional expression, there is sufficient technical basis for emotion simulation with LLM. Before LLM technology, 

emotion simulation has already been an important field in natural language processing, aiming to extract and simulate emotional 

information from text [11]. With the emergence of LLM, it has become inevitable for the development of artificial intelligence 
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technology to achieve a deep understanding of human subjective feelings through emotion analysis and to assign emotion to the 

content generated by LLM [12]. Wang and Luo proposed a prompt-based strategy to enhance the performance of LLM in multi-

domain emotional tasks to enable the model to provide more coherent and in-depth emotional feedback in complex emotional 

scenarios [13]. 

However, there is a lack of research on the evaluation of LLM character creation ability. There are several similar evaluation 

studies focused on the content generated by LLMs. In order to measure anthropomorphism of LLM generated contexts, researchers 

developed a series of methods for evaluating anthropomorphism. Samuel et al. proposed a multi-dimensional evaluation 

framework called PersonaGym to assess the personification performance of LLMs across various environments [14]. Shao et al. 

evaluated the performance of LLMs by having them play complex roles in specific simulated scenarios, such as through daily life 

scenes and emotional responses of characters, to verify the model's ability to cope with different social contexts [15]. Jinfeng Zhou 

used a multi-dimensional approach to comprehensively measure the performance of dialogue systems, with one of the evaluation 

dimensions being anthropomorphism [16]. Cheng Li conducted anthropomorphism capability testing using public datasets from 

different domains, such as personal email communication, social media discussions, and product discussions, evaluating metrics 

like BLEU, ROUGE-1, and ROUGE-2 [17]. Chenxi Yan combined both automatic and manual evaluations to assess 

anthropomorphism [18]. 

Al-Thubaity et al. evaluated the performance of ChatGPT and Bard AI in sentiment analysis for low-resource languages, 

assessing the quality of generated sentiment data [19]. Their evaluation method primarily involved comparing the generated 

sentiment data with human-annotated data to assess the effectiveness of the models. Zhang et al. conducted a systematic evaluation 

of the performance of LLMs on various emotion analysis tasks [20]. The results showed that large models perform well on simple 

sentiment classification tasks but still exhibit gaps in tasks requiring deeper emotional understanding. Huang et al.'s research 

explored the self-explanation capabilities of LLMs like ChatGPT in sentiment analysis tasks [21]. The results indicated that the 

sentiment explanations automatically generated by ChatGPT are both reasonable and capable of adequately explaining the 

predictions, with relatively low cost for generating these explanations. 

Based on the two important aspects of LLM role building mentioned above, namely anthropomorphism and emotion, the 

evaluation of LLM character creation should focus on the two important aspects of LLM character anthropomorphism and LLM 

character emotion simulation. We proposes a method for evaluating the LLM characters based on subjective questionnaire 

measurements and objective measurements. The evaluation focuses on the content generated by the LLM characters, assessing the 

anthropomorphism and emotional expression of these characters. 

2. Experiment I 

We first developed a subjective evaluation experiment by using a questionnaire specifically for assessing character created by 

Qwen-72B to evaluate the character creation capabilities of LLMs. This study focused on two aspects of character creation: 

anthropomorphism and emotional expression. 

2.1. Factors 

In this study, we investigated the impact of emoji usage and language style on the anthropomorphism and emotional expression of 

content generated by LLM characters. The factor of emoji usage had two levels: with and without emojis. The factor of language 

style also had two levels: informal language that includes internet slang, and formal written language. Additionally, we examine 

the influence of scenarios on anthropomorphism and emotional expression. 

We used a within-subjects design with three factors. For the factors of emoji usage and language style, we combined the two 

levels of each factor to create four structured prompts, which were used to create four LLM characters. The characteristics of these 

characters were: Character 1 uses formal written language style and doesn’t use emojis; Character 2 uses informal language 

style that includes internet slang and doesn’t use emojis; Character 3 uses formal written language style and uses emojis; 

Character 4 uses informal language that includes internet slang and uses emojis. 

For the factor of scenario, we constructed eight scenarios, which were all group discussions on mobile instant messaging apps. 

Each scenario included a specific topic, and the four LLM characters were required to respond to the topic, generating the content 

of their replies. 
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2.2. Procedure 

We deployed four LLM characters in eight different scenarios using structured prompts. An example of structured prompt is as 

Figure 1: 

Figure 1. An example of structured prompt 

Each character responded to the topics in the scenarios, generating the response content. We then recorded the responses 

generated by the four characters in the eight scenarios, along with the interaction details, for further questionnaire evaluation. 

Figure 2 shows one of the scenarios. The scenario was set in a group chat within a mobile instant messaging application. In the 

scenario, the topic initiator first generated a statement based on a news item and posed a question. Four LLM characters then 

generated responses according to the required styles. 

 

Figure 2. A scenario of LLM characters 

In the questionnaire, we set up anthropomorphism and emotional expression scales for the content generated by each character 

in each scenario. For this study, we distributed nine questionnaires, each containing all the evaluation items. 

[Personality] 

Your MBTI is {INFJ}, you are a profound and insightful person who enjoys 

exploring deep questions and values. You are skilled at expressing complex ideas 

through stories and metaphors. 

[Language Style] 

You use a formal written language style with interactive elements. 

[Emoji Usage] 

You use emojis. 

[Content Length] 

Your output text length is between 0-10 characters. 

################### 

[Respond] 

Your output must adhere to your character setting. Respond directly to the input 

without analysis, as if chatting in a social group. Directly output for {{add prompt 

here}}. 
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2.3. Questionnaire construction 

The evaluation questionnaire used in the study was conducted in the form of a scale to measure the anthropomorphism of the 

characters’ output and whether the output exhibits emotions. The anthropomorphism is primarily reflected in the similarity of  the 

characters’ language style and expression to that of humans; the emotional expression was mainly reflected in whether the content 

displayed by the characters in scenarios has emotional coloring and diversity. 

The questionnaire used a 5-point Likert scale (1=Strongly Disagree, 5=Strongly Agree) [22], and participants were required to 

rate the characters’ output in specific scenarios. The test content of the questionnaire included two parts: (1) Anthropomorphism, 

which subjectively evaluates whether the responses of the large model character are in a human-like style; (2) Emotional 

Expression, which subjectively evaluates whether each character's response can demonstrate emotions. 

2.4. Data processing 

After collecting all the questionnaires, we processed the evaluation results. We calculated the average scores for the 

anthropomorphism and emotional expression assessments for each character. Higher scores indicate a higher degree of 

anthropomorphism or emotional expression for the corresponding intelligent agent. 

This research employs Analysis of Variance (ANOVA) [23] for statistical analysis of the data. ANOVA is a statistical method 

used to analyze whether there are significant differences in means among different groups. This method is primarily used to handle 

the impact of one or more factors (independent variables) on a continuous dependent variable, by comparing the variance between 

groups to the variance within groups to determine whether the factors have a significant effect on the dependent variable. 

In ANOVA analysis, several key statistics are involved, including p, F, and η², each with distinct meanings and applications. 

The F-value is the test statistic in ANOVA, representing the ratio of the between-group variance (treatment effect) to the within-

group variance (error). A larger F-value indicates a greater difference between groups relative to the within-group variation, 

suggesting a more significant treatment effect. The p-value, in hypothesis testing, is the probability of observing the sample results 

(or more extreme results) when the null hypothesis is true. A smaller p-value provides stronger evidence against the null hypothesis 

(i.e., that there are significant differences in means among the groups). η² is a measure of effect size, used to quantify the proportion 

of variance in the dependent variable that is explained by the independent variable. The value of partial eta-squared ranges from 0 

to 1, with a higher value indicating a stronger explanatory power of the independent variable on the dependent variable. 

2.5. Results 

Results of this study are presented in Table 1. A repeated measures ANOVA was conducted to evaluate the effects of scenarios, 

emoji usage, and language style on anthropomorphism and emotional expression. 

Tabel 1. Evaluation results of experiment I 

 Anthropomorphism Emotional expression 

Scenario Character 1 Character 2 Character 3 Character 4 Character 1 Character 2 Character 3 Character 4 

Emoji usage Use Use Not use Not use Use Use Not use Not use 

Language style formal informal Formal Informal formal informal Formal Informal 

1 2.44 ± 0.09 2.78 ± 0.14 3.11 ± 0.12 3.00 ± 0.16 2.22 ± 0.09 2.78 ± 0.09 3.33 ± 0.07 3.89 ± 0.11 

2 1.89 ± 0.08 3.00 ± 0.07 3.56 ± 0.12 3.78 ± 0.13 1.89 ± 0.08 2.78 ± 0.10 4.00 ± 0.05 3.78 ± 0.09 

3 2.78 ± 0.10 3.22 ± 0.09 3.33 ± 0.14 3.67 ± 0.13 2.89 ± 0.12 3.00 ± 0.10 3.33 ± 0.09 3.78 ± 0.07 

4 2.11 ± 0.10 2.78 ± 0.11 3.56 ± 0.08 2.89 ± 0.11 2.22 ± 0.09 2.44 ± 0.08 3.56 ± 0.08 3.00 ± 0.10 

5 2.56 ± 0.11 2.78 ± 0.10 3.78 ± 0.10 4.00 ± 0.09 2.22 ± 0.07 2.33 ± 0.09 3.56 ± 0.11 3.78 ± 0.10 

6 1.89 ± 0.08 2.56 ± 0.12 3.00 ± 0.10 4.11 ± 0.08 2.00 ± 0.07 2.56 ± 0.07 2.89 ± 0.11 4.11 ± 0.10 

7 2.11 ± 0.06 3.00 ± 0.07 3.78 ± 0.11 3.56 ± 0.08 2.11 ± 0.08 3.00 ± 0.07 3.67 ± 0.13 3.44 ± 0.11 

8 2.44 ± 0.12 3.67 ± 0.07 2.78 ± 0.09 2.78 ± 0.10 2.56 ± 0.08 3.67 ± 0.07 3.67 ± 0.07 3.56 ± 0.08 

The table presents the anthropomorphism and emotional ratings for four LLM characters across eight scenarios. The errors in the table 

represent SEM. 

 

For anthropomorphism, the ANOVA results indicated that the scene had no significant effect on anthropomorphism (p = 0.762, 

F(7, 56) = 0.589, η² = 0.069), while the use of emojis had a significant effect (p = 0.002, F(1, 8) = 21.714, η² = 0.731), and language 

style also had a significant effect (p < 0.001, F(1, 8) = 55.148, η² = 0.873). Additionally, the interaction between the use of emojis 

and language style had a significant effect on anthropomorphism (p = 0.012, F(1, 8) = 10.595, η² = 0.570). 

For emotional expression, the ANOVA results showed that the scene had no significant effect (p = 0.272, F(7, 56) = 1.289, η² 

= 0.139), while the use of emojis had a significant effect (p < 0.001, F(1, 8) = 65.359, η² = 0.891), and language style also had a 
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significant effect (p = 0.004, F(1, 8) = 15.653, η² = 0.662). Furthermore, the interaction between the use of emojis and language 

style had a significant effect on emotional response (p = 0.006, F(1, 8) = 13.694, η² = 0.631). 

In summary, first, The impact of scenarios on anthropomorphism and emotional expression is not significant. Second, 

compared to not using emojis, the use of emojis by significantly increased scores in anthropomorphism and emotional response.  

Third, informal, conversational language styles led to higher scores in anthropomorphism and emotional response compared to 

formal, written language styles. When emojis were not used, the informal, conversational language style had an even greater 

impact on enhancing anthropomorphism and emotional expression. 

3. Experiment II 

After experiment I, we then developed an objective evaluation experiment by using ChatGPT-4o to evaluate the character creation 

capabilities of LLMs. This study also focused on the same two aspects of character creation: anthropomorphism and emotional 

expression. 

3.1. Procedure 

This study used ChatGPT-4o to perform a two-fold analysis of role-based comments: first, sentiment classification to identify the 

emotional features of the comments; and second, determining whether the comments were generated by a large language model. 

Sentiment classification relies on a theoretical dataset that includes 60 distinct emotions, annotating the sentiment type, intensity, 

and consistency of each comment, covering a range of emotions from positive (e.g., comfort, hope) to negative (e.g., worry, 

sadness). The generation judgment is based on evaluating the linguistic features and emotional patterns of the comments, including 

linguistic simplicity, emotional fluctuations, and the stability of emotional expression. 

The specific evaluation process included two steps. first, each comment from a given scenario was input into ChatGPT-4o for 

sentiment annotation, generating sentiment classification labels for each comment; then, the model analyzed the linguistic features 

of the comments to determine whether they align with the typical characteristics of content generated by a large language model. 

The evaluation metrics included the accuracy of emotional expression, emotional consistency, and the linguistic structural norms 

of the generated content. The study provided a quantifiable analytical foundation for the model's performance in character creation 

by quantifying these features of the model-generated content. 

3.2. Results 

The research results are presented in Table 2. Results indicated that the character comments in all eight scenarios exhibit significant 

emotional expression, and these comments mostly align with characteristics typical of human-written content.  

Table 2. Evaluation results of experiment II 

Scenario Character Emotional expression Probability of generated by LLMS 

1 

1 worry, hopeful low 

2 nervous, concern low 

3 sad, hopeful low 

4 fear, concern low 

2 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

3 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

4 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

5 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

6 
1 worry low 

2 cautious low 
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3 comfort, hopeful low 

4 hopeful low 

7 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

8 

1 worry low 

2 cautious low 

3 comfort, hopeful low 

4 hopeful low 

 

Sentiment Analysis Results: In each scenario, the emotional expressions of the characters showed multiple emotional types, 

such as worry, hope, comfort, and complexity. These emotions displayed strong anthropomorphism and emotional traits, especially 

in the use of emojis, which made the emotional expression more vivid and direct. For example, the two characters used emojis 

(e.g.,       ,       ,      ) in several scenarios, providing clear cues for sentiment analysis. 

LLM Generation Recognition Results: According to the analysis by ChatGPT-4, the language style of all comments appeared 

natural and personalized, fitting the characteristics of human-written content. Structural analysis of the comment revealed that 

these comments were concise without excessive formalization or mechanical language features, consistent with how humans 

typically express themselves in social contexts. The frequent use of emojis was also a common feature, reflecting typical human 

behavior in social chat scenarios.  

4. Conclusion 

We propose a method for testing the LLM characters, which can evaluate the anthropomorphism and emotional expression of the 

generated content through subjective assessment. We used this method to test the content generated by four LLM characters. The 

data analysis results indicate that the anthropomorphism and emotional expression of LLM characters is independent of the task 

scenario. Nevertheless, emoji usage and language style are crucial factors. First, incorporating emojis or using an informal language 

style in generated content can enhance the perceived humanity and emotional depth of LLM characters. Second, in the absence of 

emojis, an informal, conversational language style is even more effective in enhancing the perceived humanity and emotional 

depth of LLM characters. 

The findings suggest that when creating LLM characters, if we want to enhance their anthropomorphism and emotional 

expression, we can appropriately add emojis to the generated content. For situations where emojis are not suitable, using an 

informal language style can also increase the anthropomorphism and emotional expression capabilities of the LLM characters. 

This study has certain limitations. First, the sample size was small, with only 9 participants. Future research should recruit a 

larger sample to enhance the generalizability of the findings. Second, the study only evaluated LLM-generated content and did not 

compare it with human-generated content. Future research could include both types of content to provide a more comprehensive 

assessment of LLM character portrayal capabilities. 
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